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and VAR and ARIMA models to generate 12-month out of sample forecasts of 

Austrian HICP inflation and its sub-indices processed food, unprocessed food, 

energy, industrial goods and services price inflation. A sequential forecast model 

selection procedure tailored to this specific task is applied. It turns out that factor 

models possess the highest predictive accuracy for several sub-indices and that 

predictive accuracy can be further improved by combining the information 

contained in factor and VAR models for some indices.  

With respect to forecasting HICP inflation, the analysis suggests to favour the 

aggregation of sub-indices forecasts. Furthermore, the sub-indices forecasts are 

used as a tool to give a more detailed picture of the determinants of HICP 

inflation from both an ex-ante and ex-post perspective. 
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Abstract

In this paper we apply factor models proposed by Stock and Wat-
son [18] and VAR and ARIMA models to generate 12-month out of
sample forecasts of Austrian HICP inflation and its subindices pro-
cessed food, unprocessed food, energy, industrial goods and services
price inflation. A sequential forecast model selection procedure tai-
lored to this specific task is applied. It turns out that factor models
possess the highest predictive accuracy for several subindices and that
predictive accuracy can be further improved by combining the infor-
mation contained in factor and VAR models for some indices. With
respect to forecasting HICP inflation, our analysis suggests to favor
the aggregation of subindices forecasts. Furthermore, the subindices
forecasts are used as a tool to give a more detailed picture of the
determinants of HICP inflation from both an ex-ante and ex-post per-
spective.
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1 Introduction

The inflation rate is often seen as an important indicator for the performance
of a central bank. Inflation forecasts are therefore an important element in
the set of variables on which forward looking monetary policy decisions are
based. Apart from the role of inflation forecasts as an input to monetary
policy deliberations there is also an additional role for inflation forecasts in
the national macroeconomic policy debate. By informing the public about
likely trends in inflation the forecast can influence inflationary expectations
and therefore can serve as a nominal anchor for example in the wage bargain-
ing process or for other nominally fixed contracts like housing rents, interest
rates.

Furthermore, since the appropriate reaction of monetary policy to infla-
tionary pressures depends among other things on the sources of inflation,
it is useful to monitor, analyze and forecast subindices of headline inflation
that are defined according to the type of product contained in the harmo-
nized index of consumer prices (HICP). The incorporation of information on
developments in the subindices helps to give a more detailed picture on the
sources of inflation and the propagation of shocks to inflation across prod-
uct categories and time. The subindices covered in our analysis comprise
processed food, unprocessed food, energy, non-energy industrial goods and
services.

In the case of the Eurosystem, a forecast of area-wide inflation is required
as an input to monetary policy decisions. As area-wide inflation is an ag-
gregation of the inflation rates prevailing in the countries of the monetary
union, one way to meet this requirement is to produce inflation forecasts for
the member states (for each subindex) and aggregate them to an area-wide
inflation forecast 1.

This paper compares the performance of factor models and VAR and
ARIMA models for forecasting the rate of change of the Austrian HICP and
its subindices. Furthermore, we compare the performance of HICP inflation
forecasts based on “direct” modelling of the HICP with a forecast based on
an aggregation of forecasts for the subindices 2. The forecasts of the mod-
els with the highest predictive accuracy are then evaluated using a range of

1This is the approach that is currently followed in the quarterly narrow inflation pro-
jection exercises (NIPE) conducted by the Eurosystem. For a comparison of this approach
with a “direct” forecast of area-wide inflation both at the level of the aggregate HICP and
the subindices see [5]

2In related papers, Hubrich [14] analyses euro area HICP subindices and Fritzer, Moser
and Scharler [11] consider forecasting the Austrian HICP subindices using time series
methods.
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criteria that characterize optimal forecasts. Finally, the subindices forecasts
with the highest predictive accuracy are used as a tool to obtain a more de-
tailed picture of the sources of future (forecasted) inflation and past inflation
forecast errors for the period 1990 to 2002.

Starting with the contribution of Stock and Watson [17], various authors
have applied factor models to forecasting inflation. Stock and Watson [18]
use factor models to forecast U.S. inflation. Marcellino, Stock and Watson
[16] and Angelini, Henry and Mestre [1] evaluate the usefulness of factor
models for forecasting euro area inflation. Tkacz and Gosselin [19] evaluate
factor models for forecasting inflation in Canada.

Factor models offer a convenient way to incorporate the informational
content of a wide range of time series. The underlying assumption is that a
small number of unobservable factors is the driving force behind the series un-
der consideration. This is an appealing feature for forecasting purposes since
it allows us to concentrate on a few common factors instead of a potentially
large number of explanatory variables. In particular, for forecasting HICP
subindices factor models appear to be a promising tool since economic theory
provides only little guidance for variable selection in this case. Hence, using
factor models allows us to avoid arbitrary assumptions necessary to preserve
degrees of freedom when standard time series methods are employed. On
the other hand, the usefulness of other time series models, in particular VAR
and ARIMA models, in forecasting inflation has been widely documented in
the literature, see e.g. Hubrich [14] and the references therein.

We find that factor models appear to possess the highest predictive ac-
curacy for the unprocessed food, energy and industrial goods price indices.
However, a check for forecastability of these variables reveals that they are
close to being unforecastable which helps to explain the forecast errors made
in forecasting the HICP. For processed food and the services index, the high-
est predictive accuracy is obtained using a combined forecast of factor and
VAR models. Here the excess persistence in the forecast errors for the service
price inflation forecasts stands out as a main departure from an optimal fore-
cast. Furthermore, we find that forecasts for Austrian HICP inflation based
on an aggregation of the subindices forecasts appears to be somewhat more
accurate than the best available forecast for the HICP itself. This “indirect”
approach to forecasting inflation has the additional advantage that it avoids
inconsistencies between forecasts of the subindices inflation and headline in-
flation and at the same time allows a more detailed analysis of trends in
inflation.

The remainder of the paper is organized as follows: Section 2 briefly dis-
cusses factor models along with the other techniques used in the forecasts
and describes the forecasting procedure. Section 3 compares the forecast-
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ing performance of the models and evaluates the resulting models with the
highest predictive accuracy. Section 4 concludes the paper.

2 Forecasting models and procedures

2.1 Forecasting models

The goal of this paper is to evaluate forecasts for the year-on-year growth
rate of the HICP index and its subindices. These growth rates are defined as

∆Pi,t = log(Pi,t)− log(Pi,t−12), (1)

where Pi,t, i = 0, ..., 5, denotes the date t observations of the headline HICP
i = 0 and the subindices for processed food i = 1, unprocessed food i = 2,
energy i = 3, industrial goods i = 4 and services i = 5.

The forecasting performance of the models under consideration is eval-
uated by comparing simulated out-of-sample forecasts. The rolling out-of-
sample forecasts are carried out recursively, i.e. the models are re-estimated
every period taking into account only data up to that period, as will be
explained below. The out-of-sample forecast error is given by

ui,t+12 = ∆Pi,t+12 − ∆̂P i,t+12, (2)

where ∆̂P i,t+12 is the predicted value for the year-on-year increase of index
i.

In the case of the factor model forecasts are generated for each inflation
rate as a linear projection of the change of the log price index over the next
12 months on a set of predictor variables:

∆Pi,t+12 = αi +
n∑

h=0

βi,h∆Pi,t−h +
m∑

l=1

k∑
h=0

γi,l,hfl,t−h + εi,t+12. (3)

The change in each index over the next 12 months is explained by n of its
own lags plus at most k lags of m common factors denoted by ft, εt+12 is
an i.i.d. disturbance term. In order to generate forecasts from equation (3),
the factors have to be estimated. Stock and Watson [17] show that ft can be
consistently estimated by the method of principal components. Concerning
the choice of the number of factors, we apply the selection criteria of Bai and
Ng [3] who specify that the number of factors, m, is set equal to the mode
of the optimal number of factors over the estimation sample.

The second class of models considered are VAR models. In the selection of
the specific VARs used in our analysis we take mainly a statistical approach.

4



The models are selected according to pure statistical criteria instead of being
derived from any theory of inflation determination. The reason is - besides
the fact that the focus of the paper is not to test different models of inflation
determination - a rather practical one, namely that theoretical models do not
really exist for the inflation processes of the HICP subindices. In particular,
specifying the VARs requires two decisions. First, the variables entering
the VAR have to be selected. Second, the appropriate lag specification of
the model has to be determined. The variables entering the six VARs for
the subindices and the HICP are selected according to a procedure which
investigates the leading indicator properties of all 179 time series in our
database for the HICP subindex under consideration3. This procedure is
only a first step in selecting the variables because usually a larger number
of variables than what is feasible to include in a VAR qualify according to
our procedure. This implies that some judgement to reduce the variables
to a feasible number is required which prohibits an automatic reformulation
of the VAR in every period of the rolling estimations4. For this reason and
also for the fact that using VARs with changing variables from period to
period would render our forecasts rather unstable, we decided to keep the
formulation of the VARs in terms of variables constant over all periods,5

whereas the lag specification is re-optimized every period. The variables
included in the VARs for the five subindices and the HICP aggregate which
have been selected according to the procedure just described are listed in
Table 16.

As a third model class, we use ARIMA models. The specification of
the ARIMA models for the five subindices and headline inflation, i.e. the
selection of AR and MA terms as well as seasonal AR and MA terms, is also
re-optimized in every period of our rolling estimation procedure. All ARIMAs
are estimated in first-difference form implying that no unit root specification
for the ARIMAs is required, as all indices are difference-stationary.

3The leading indicator property is assessed by the explanatory power of any of the
series for the respective HICP subindex in a large number of bivariate regressions (for 1,
3, 6, 9, and 12 months ahead). This procedure is described in more detail in Fritzer, Moser
and Scharler [11].

4For example, the judgement comes into play when a few variables that are equally
correlated with the subindex under consideration and which are strongly correlated among
each other, one of them is selected by judgement to enter the VAR.

5This, however, in a strict sense violates the principle of full recursiveness of our fore-
casts as information of the whole sample is used in the formulation of the VARs also for
the earlier periods.

6All VARs are estimated in first differences and all variables are in logs except the
interest rate series.
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Table 1: Variables in the VAR models (in addition to the respective indices)

∆P0 ∆P1

OeNB/ECB base rate, OeNB/ECB base rate,
bank deposits up to 2 years, bank deposits up to 2 years,
M3 negotiated wages in agro-forestry,

price index of foreign tourist demand,
wholesale price index for food and bev.

∆P2 ∆P3

total orders in manufacturing, OeNB/ECB base rate,
unemployment in building and con., industrial production,
wholesale price index for feed barley, bank deposits up to 2 years,
negotiated wages in agro-forestry, M3,

exports of intermediate goods
∆P4 ∆P5

M3, total credit,
demand deposits, bank deposits up to 2 years,
producer price index for pulpwood, M3,
exports of final goods wholesale price index for mineral oil
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2.2 Data and forecast procedure

Our data set consists of 179 macroeconomic and financial time series of
monthly frequency, beginning in 1980:1 and ending in 2002:12. This yields a
total of 276 observations for each series. The data are seasonally adjusted and
outliers are removed. For the estimation the series are differenced in order
to induce stationarity. Since the HICP and its subindices are only available
from 1987:1 on, we extrapolate the series backwards until 1980:1 in order to
increase the number of observations (see Appendix A). Furthermore, we re-
move breaks from the processed food and the industrial goods index together
with the corresponding breaks in the HICP before we forecast those series
(see Appendix B). The HICP and its subindices are also seasonally adjusted.

For the evaluation and comparison of the different model classes we con-
struct a series of 12-step-ahead out-of-sample forecasts where the models are
estimated with a rolling split of the estimation and forecasting periods. In
moving forward the rolling procedure the models are not only re-estimated
each period but also their lag specifications are re-optimized after each step.
This is done by estimating a large number of possible lag combinations for
each VAR, ARIMA and factor model out of which the model with the best
fit according to the Schwarz information criterion is selected7. The selected
model is then used to produce a 12-step-ahead forecast where only the last
forecast value, i.e. the 12th-step-ahead forecast, is used for the forecast eval-
uation. In the next step the estimation sample is moved one period forward,
again a large number of different lag specifications are estimated, the optimal
model is selected and used to produce another 12-step-ahead forecast where
again only the last value is stored for the forecast evaluation.8 The proce-
dure continues until the last 12-step-ahead forecast has reached the end of
the sample range.

Specifically, we start with the estimation period 1980:1 to 1989:1 and
forecast the values for the period 1989:2 to 1990:1. The forecast for 1990:1 is
the first to be used for the evaluation9. Next, the models are estimated for

7Concerning the VARs, a total of 451 specifications are estimated each period which
include (not all possible but most relevant) lag combinations from a minimum of 4 up to
a maximum of 14 lags. In the case of the ARIMAs a total number of 676 specifications
are estimated each period including all possible combinations of AR and MA terms up to
12 lags as well as seasonal AR and MA terms at the 12th lag.

8The fact that the specifications are re-optimized after each period also implies that
two consecutive forecasts may be based on different models, which has the potential to
make the series of forecasts more variable. However, in our estimations – except for only
a few periods – this did not turn out to be a major problem.

9We chose the minimum estimation sample to range from 1980:1 to 1989:1 because,
given the large number of coefficients to be estimated for some specifications, a fairly large
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the period 1980:1 to 1989:2 to produce a forecast for 1989:3 to 1990:2 where
only the last value is stored for later evaluation, and so on. By stacking
all the stored values we obtain a series of 12-step-ahead forecasts for HICP
inflation and its subindices ranging from 1990:1 to 2002:12 – each derived
from a different forecast – which are then compared with the true values and
the forecasts of the other models.

3 Forecasting model selection and evaluation

This section has three goals: first, the forecasts of factor models and VAR and
ARIMA models of the HICP and its subindices are compared. Based on this
comparison possibilities for forecast combination are considered. Second, a
distinct approach to generate forecasts of the HICP is examined namely a “in-
direct” forecast based on an aggregation of forecasts of the HICP subindices.
Both steps are conducted with the goal of arriving at a specification for
forecasting Austrian inflation that is characterized by highest predictive ac-
curacy. Third, this specification to forecast the HICP and its subindices
is evaluated and the minimized forecast errors are used for an ex-ante and
ex-post assessment of Austrian inflation during the period 1990-2002.

3.1 Forecast comparison and forecast combination

The comparisons are based on a common descriptive statistic for predictive
accuracy, the mean squared error (MSE), a test for differences in predictive
accuracy and a test for forecast encompassing. As the latter testing principle
is related to the concept of forecast combination we also compute the MSE for
combined forecasts where appropriate. Factor models are used as benchmark
for comparing predictive accuracy. This choice appears inconsequential, i.e.
does not appear to prevent efficient forecasting model selection, as it only
entails that we do not compare the VAR and the ARIMA model with respect
to their relative predictive accuracy.

As a descriptive statistic for the gain of using factor models we compute

Gain1,j = 100 ∗ (
MSEj −MSE1

MSEj

) (4)

where MSE1 is the mean squared error of the factor model forecast and
MSEj the competing models forecast (j = 2 denotes the VAR model and j =

number of observations is required to deliver reliable estimates. Furthermore, as noted by
Ashley [2], a sufficient number of observations in the validation period, preferably above
100, is necessary to establish significant differences in predictive accuracy.
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3 denotes the ARIMA model). As a “rule of thumb” a model is considered
to possess higher predictive accuracy if the gain is above 10%, a choice that
can be found in the literature on forecast comparisons (see e.g. Marcellino
et al. [16]).

Furthermore, as formal statistical testing for relative predictive accuracy
is usually recommended (see Fildes and Stekler [10]) we make use of the test
statistic of Harvey, Leybourne and Newbold [12] which is a modified version
of the widely used statistic of Diebold and Mariano [7]. This statistic is
applied to test the null hypothesis of equal predictive accuracy between the
factor model forecast as the benchmark model and the VAR and the ARIMA
model forecast. The modification proposed by Harvey, Leybourne and New-
bold should reduce somewhat the size distortion of the Diebold-Mariano test
that is present when long horizon multi-step forecasts are compared.

The distribution of this statistic is an issue of debate. Harvey, Leybourne
and Newbold suggest to use the Student distribution with N − 1 degrees of
freedom. Clark and McCracken [6] show for the case of multi-step forecasts
that this is no longer appropriate when forecasts are derived from nested
models. We follow the suggestion of Harvey, Leybourne and Newbold and
compare the values of this statistic with the critical values of a Student distri-
bution with 155 degrees of freedom associated with a 10% and 5% confidence
level. The critical values are 1.66 and 1.98.

The decision rule based on the descriptive and the test statistic should
ideally lead to one model with higher predictive accuracy than all compet-
ing models for each index. The next step consists of determining whether
these models also encompass their competitors. Forecast encompassing is
given when a forecast already incorporates all the relevant information of a
competing forecast. The concept of forecast encompassing is related to the
idea of forecast combination. If a forecast does not encompass the competing
forecast then there might exist a linear combination of the two forecasts with
further improved predictive accuracy.

We make use of the encompassing test statistic of Harvey, Leybourne
and Newbold [13]. With respect to the distribution of this statistic the same
issue arises as in the case of tests for equal predictive accuracy (see Clark
and McCracken [6]). We again follwow Harvey, Leybourne and Newbold and
compare the values of this statistic with the critical values of a Student distri-
bution with 155 degrees of freedom associated with a 10% and 5% confidence
level. As this is a one-sided test the critical values are 1.29 and 1.66.10

Based on the results of the encompassing tests we then employ the variance-

10Details on the definition and application of the tests for comparing predictive accuracy
and forecast encompassing can be found in Appendix C.
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covariance approach to forecast combination proposed by Bates and Granger
[4]. This approach applies the logic of portfolio optimization to forecast com-
bination. Consider the following linear combination of the forecast of the
model with higher predictive accuracy ∆̂P i,s,t+12 and a competing forecast

∆̂P i,j,t+12 for the inflation rate of index i:

∆̂P
c

i,s,j,t+12 = ω∆̂P i,s,t+12 + (1− ω)∆̂P i,j,t+12. (5)

Given that both the forecast of the model with higher predictive accuracy and
the competing forecast are unbiased one can show that the weight ω∗ which

minimizes the forecast error variance of the combined forecast ∆̂P
c

i,s,j,t+12 is
given by

ω∗i =
var(ui,j,t+12)− cov(ui,s,t+12, ui,j,t+12)

var(ui,j,t+12) + var(ui,s,t+12)− 2cov(ui,s,t+12, ui,j,t+12)
, (6)

where ui,j,t+12 and ui,s,t+12 are the forecast errors of the two model. The
mean squared error of the combined forecast associated with the optimal
combining weight ω∗i is denoted as MSEC

i,s,j. This measure has the property
that MSEC

i,s,j ≤ min(MSEi,s, MSEi,j).

3.1.1 Comparing factor models with VAR and ARIMA models

We begin with computing the MSEs for all indices and for each forecasting
model and the corresponding gains in using factor models. After verifying
the stationarity of the loss differential sequences the null hypothesis of equal
predictive accuracy of the factor model compared to the VAR and ARIMA
models and the null hypothesis that the resulting models with higher pre-
dictive accuracy encompass the competing forecasts are tested. Finally, if
encompassing can be rejected, optimal combining weights, the corresponding
combined forecasts, its MSE and the associated gain in predictive accuracy
of a combined forecast compared to the forecast of the model with higher
predictive accuracy are computed. The results are shown in Table 2.

One immediate result is that ARIMA models do not appear to possess
higher predictive accuracy for any of the indices. Furthermore, encompassing
of the ARIMA model by the factor model or the VAR model cannot be
rejected for any of the indices. Therefore ARIMA models do not appear to
perform well relative to the two other models, leaving the choice of using
factor model forecasts, VAR model forecasts or combined forecasts of these
two models.

The factor model for the HICP inflation rate ∆P0 seems to work some-
what better than the VAR model with a gain of 19%. This gain is not
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Table 2: Forecast Performance of the Factor, VAR and ARIMA Models
∆P0 ∆P1 ∆P2 ∆P3 ∆P4 ∆P5

MSE1 0.35 0.76 9.67 21.2 0.35 0.42
MSE2 0.43 0.70 11.4 26.7 0.56 0.48
MSE3 0.80 1.55 11.3 38.2 0.49 0.80
Gain1,2 19 -8 16 21 38 12
Gain1,3 56 51 15 45 29 47

DMmod
1,2 1.29 -0.3 2.07∗∗ 2.00∗∗ 2.34∗∗ 1.14

DMmod
1,3 1.92∗ 1.74∗ 1.28 3.07∗∗ 2.07∗∗ 2.86∗∗

HLN s,j 0.69 1.95∗∗ 0.18 0.33 -1.84 2.07∗∗

HLN s,3 -1.94 -2.10 0.79 -0.51 -1.28 -2.11

MSEC
s,j - - 0.62 - - - - - - 0.37

GainC
s,j - - 12 - - - - - - 13

Notes: DMmod
1,j denotes the modified Diebold-Mariano test statistic. HLNs,j denotes the

encompassing statistic of Harvey, Leybourne and Newbold. ∗∗ and ∗ indicate rejection of
the null at the 5% and 10% level.

significant, however. Encompassing of the VAR model forecast by the factor
model forecast cannot be rejected.

For the processed food price inflation rate, ∆P1, the VAR model produces
the smallest MSE of all models. However, the gain compared to the factor
model is only 8% and not significant. This is an example for two models
being within a “demilitarized zone” (see Kunst [15]) within it is not possible
to discriminate between models due to their high degree of similarity in
performance. Nevertheless, we test wether the VAR model does encompass
the factor model. As encompassing can be rejected we compute a combined
forecast that appears to improve predictive accuracy compared to the VAR
model, with a gain of 12%. The factor model for the unprocessed food price
inflation rate, ∆P2, outperforms the VAR model significantly with a gain
of 16%. Encompassing cannot be rejected. The inflation rates of energy
prices, ∆P3, and industrial goods prices, ∆P4, are also forecast best by the
factor model with large and significant gains compared to the VAR models.
Encompassing cannot be rejected. Finally, the factor model forecasts of the
inflation rate of services prices, ∆P5, seem to outperform the VAR forecast.
However, the difference in the MSE is not significant. Encompassing can
be rejected for the VAR model and the corresponding combined forecast of
the factor model forecast and the forecast of the VAR appears to improve
predictive accuracy with a gain of 13%.
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Overall, the factor model appears to produce highest predictive accuracy
in terms of a lower MSE for forecasting unprocessed food, energy and in-
dustrial goods. Encompassing can be rejected for the processed food price
and the services price index. The combination of the two models forecasts
for these indices seem to produce forecasts with further improved predictive
accuracy.

Therefore, the specification for forecasting the subindices of the Austrian
HICP with highest predictive accuracy consists of factor models for fore-
casting unprocessed food price inflation, energy price inflation and industrial
goods price inflation and a combined forecast of the factor model and the
VAR model for forecasting processed food and service price inflation. With
respect to forecasting the HICP, the factor model displays higher predic-
tive accuracy. However, there exists another approach to forecast the HICP
that can potentially produce forecasts with still higher predictive accuracy.
This approach consists of a contemporaneous aggregation of forecasts of the
subindices to a forecast of the HICP, an issue that will be addressed in the
next subsection.

3.1.2 Comparing the direct and the indirect approach to forecast-
ing the HICP

The fact that the HICP is a weighted average of its subindices opens up
another possibility to arrive at forecasts for the HICP, namely the contem-
poraneous aggregation of the forecasts of the subindices to a forecast of the
HICP. Following the terminology in Hubrich [14] this approach is referred
to as the indirect approach while forecasting the HICP itself is considered
the direct approach. Theoretically, if the data generating processes of the
subindices are known, the indirect approach should yield a lower MSE since
it is based on a larger information set. However, if the data generating pro-
cess is not known, as is the case in this study, there are no reasons based
on statistical theory to favour either approach (for a survey on the theoreti-
cal aspects of forecast aggregation see the paper of Hubrich). The following
equation relates the HICP to its subindices:11

P0,t =
5∑

i=1

wi,tPi,t. (7)

11Due to the method of aggregation there may be small deviations between the weighted
sum of the subindices and the HICP as provided by the statistical office of Austria. During
the period 1990 - 2002 the average discrepancy is 0.03 percentage points.
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The weights wi,t add up to unity and represent expenditure shares of the
representative consumers consumption basket as measured by the statistical
office of Austria. Under the assumption of constant weights this translates
into

ûagg
0,t+12 =

5∑
i=1

wiû
∗
i,t+12. (8)

The forecast error of the indirect approach ûagg
0,t+12 is equal to the weighted

sum of the forecast errors û∗i,t+12 of the subindices forecasts with highest
predictive accuracy determined in the previous section.

In our application the weights are time varying which implies that the
weighted sum of the first differences of the components of the HICP is not
necessarily equal to the first difference of the HICP. As the future weights are
in general not known, we use a random walk forecast for the weights twelve
months ahead. Since year-on-year changes in the weights are usually small,
this method does not affect the forecast and therefore the comparison in a
major way, indicating that time variation in the weights is not an important
factor for indirect HICP forecasting at the 12-month horizon. Given the
forecast of the future values of the weights we generate the HICP forecasts
based on the indirect approach and calculate the associated forecast errors.
This forecast is compared to the direct HICP forecasting model with higher
predictive accuracy determined in the previous section (the factor model)
by computing their MSEs, the gain and the test statistics for comparing
predictive accuracy and encompassing. Note however, that in this case it is
unclear whether there exists a nesting relationship between the direct and the
indirect approach. Nevertheless, we report the DMmod and HNL statistics
and compare them with the same critical values as in the previous section.
Table 3 shows the results.

Based on the descriptive statistic it appears that the indirect approach
to forecasting the Austrian HICP produces forecasts with higher predictive
accuracy, with a gain of 11%. However, according to the modified Diebold-
Mariano test the difference of the MSEs is not significant. Furthermore, the
null hypothesis that the indirect approach encompasses the direct approach
cannot be rejected which renders forecast combination between the two ap-
proaches irrelevant. Therefore, a decision rule based on statistical criteria
would tend to select the indirect approach as it produces highest predictive
accuracy.

A further non-statistical reason to select this approach to forecasting
HICP inflation is that the direct and the indirect approaches will usually give
different forecasts at any given point in time. If the direct approach is used
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Table 3: Forecast performance of the direct and the indirect approach
∆P0

MSE1 0.35
MSEagg 0.31
Gain1,agg -11

DMmod
1,agg -0.98

HNL1,agg -0.29

Notes: DMmod
1,j denotes the modified Diebold-Mariano test statistic. HLNs,j denotes the

encompassing statistic of Harvey, Leybourne and Newbold. ∗∗ and ∗ indicate rejection of
the null at the 5% and 10% level.

it is likely that the forecast of the HICP and the forecasts of the subindices
are inconsistent. This natural disadvantage of the direct approach would
have to be compensated by visible gains to predictive accuracy, something
which does not appear to be the case for the sample under study. However,
the corresponding natural advantage of the indirect approach is based on the
presumption that forecasts of the subindices of the HICP have an intrinsic
value beyond being instrumental for forecasting the HICP.

This intrinsic value consists of a more detailed picture of expected trends
in inflation which can be useful for a forward looking monetary policy. Such
an ex-ante assessment of HICP inflation requires subindices forecasts with a
high degree of predictive accuracy. Furthermore, the disaggregated approach
can also help to identify the sources of past shocks to HICP inflation. An
example for the use of subindices for an ex-post evaluation of shocks to Euro
Area HICP inflation since the beginning of stage III of EMU is given in ECB
[9], p.34.

3.2 Evaluating the models with highest predictive ac-
curacy

In the previous two sections a specification for forecasting the subindices
and the HICP has been determined that is characterised by highest predic-
tive accuracy. It consists of factor models for unprocessed food, energy and
industrial goods price inflation and combined forecasts of factor and VAR
models for processed food and services price inflation. The preferred forecast
for the HICP is obtained using the indirect approach. The forecasts along
with the actual inflation rates are shown in figures 17-22.

The next step is to check whether the resulting forecasts with highest pre-
dictive accuracy satisfy a range of criteria which characterize optimal fore-
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Table 4: Criteria for an optimal forecast
∆P0 ∆P1 ∆P2 ∆P3 ∆P4 ∆P5

Unbiasedness X X X
Efficiency X X X X

(k-1)-dependence X X X
Normality X X X X X

Forecastability 0.31 0.39 0.02 -0.01 0.04 0.67

Notes: X indicates fulfilment of the criteria.

casts, as listed in Diebold and Lopez [8]. If departures from optimality are
detected, it may be possible to improve these forecasts accordingly. The first
two evaluation criteria are whether the forecasts are efficient and unbiased.
This can be checked by running the regression û∗t+12 = β1 +β2∆P̂ ∗

t+12 + εt+12,
where û∗t+12 is the forecast error of the model with the highest predictive

accuracy, ∆P̂ ∗
t+12 the corresponding forecast and εt+12 an i.i.d. error term.

If β1 is insignificant this indicates unbiasedness, while an insignificant β2 co-
efficient indicates efficiency as the forecast error is unrelated to the forecast
itself. Furthermore, optimal k-step forecasts errors should display at most
(k − 1)-dependence. For our application this implies that there should be
no significant autocorrelation at any lag greater than lag 11. This can be
checked by examining the autocorrelation function of the forecast error series
and comparing the autocorrelations with the confidence bound +/-2/

√
N . It

is also of interest to test for normality of the distribution of the forecast errors
which can be done with the Jarque-Bera test.12

Another evaluation criterion of interest is whether the inflation rates of
the subindicess and the HICP are actually forecastable conditional on our
dataset and our models with highest predictive accuracy. Determining the
degree of forecastability in particular of the subindices is useful as it helps
to explain the errors in forecasting HICP inflation. A common measure of
forecastability which is mentioned by Diebold and Lopez [8] is the statistic
G = 1− (var(ût)/var(yt)) where ût is the forecast error and yt is the actual
value of the series to be forecast. This statistic has the form of the R2 of
a linear regression, i.e. it indicates the proportion of the variance explained
by the model of the total variance of the series. A low value indicates a low
degree of forecastability. The results of the checks for unbiasedness, efficiency,
departure from (k − 1)-dependence, normality and forecastability are shown
in Table 4.

12This test does not account for the serial correlation present in the forecast error series.
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The estimates for β1 and β2 indicate that the forecasts for energy, indus-
trial goods and services price inflation rates are biased. As the sample means
of the corresponding forecast errors are 0.8, 0.2 and 0.1 percentage points,
it appears that with the exception of the energy index the biases are minor.
The test for efficiency indicates that the forecasts of the services index and
of the energy index are not efficient. The inspection of the autocorrelation
functions of the forecast error series show that the acf of the processed food,
energy and services indices indicate substantial serial correlation beyond lag
11. The other indices’ acf dies out smoothly until lag 11 with no substantial
autocorrelation thereafter (see figures 5 to 10). Since the services index has
the largest weight in the HICP, it could be useful to try to exploit this reg-
ularity in the forecast error for improving predictive accuracy. The tests for
normality of the distribution of the forecast errors indicate that with the ex-
ception of the industrial goods price inflation forecast error all forecast error
distributions are normal at the 5% confidence level (see figures 11 to 16 for
the forecast error distributions and their moments).

The check for forecastability shows that the indices for unprocessed food
and energy prices are essentially unforecastable with the methods and data
employed in this paper. Industrial goods price inflation also appears very
difficult to forecast. Forecasting processed food prices is considerably more
successful. The highest degree of forecastability is found for the services price
index with a value of 0.67. As the forecast of the HICP is produced using the
indirect approach, the medium degree of forecastability of the HICP inflation
rate also reflects the different degrees of forecastability of the subindices.

A further important method to assess the quality of a forecast is a visual
inspection against the actual series and a visual inspection of the forecast
error. Since the forecasts display considerable short run variation, a centered
three month moving average of the actual series, the forecasts and the forecast
errors is used in order to facilitate the identification of patterns (see figures
17 to 22 and 23 to 28). In the interest of brevity, only the HICP forecast
inspection is described here.

The HICP inflation forecast underpredicts inflation considerably from
mid 1990 to 1993, followed by a period of very good forecasting performance
from 1994 to 1997. The following period is characterized by a considerable
overprediction of inflation in 1999 followed by an underprediction in 2000 and
2001. The visual inspection of the actual series suggests major shifts in the
trend of inflation in 1993, 1999 and 2001. The model appears to predict those
turning points in inflation well, albeit with a lag. The graph of the HICP
forecast error shows the same information in a different representation. Note
that the forecast error series crosses the zero line often, which is considered
a desirable property of a forecast error.
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It was mentioned that forecasts of of the subindices of the HICP can
help to identify the sources of HICP inflation both from an ex-ante and ex-
post perspective. As the forecast of the HICP is based on an aggregation of
subindices forecasts, a decomposition of the forecast as well as a decompo-
sition of the forecast errors can be obtained using equations (7) and (8)13.
A visual representation of the decomposition of the HICP forecast and the
HICP forecast errors at annual frequency is given in figures 29 and 30.

For the HICP forecast decomposition the following picture emerges: Un-
til 1994 the models predicted a rather stable HICP inflation at close to 2%
with the exception of 1992 where forecasted inflation was lower. Throughout,
forecasted inflation was mainly driven by increases in services prices, a fea-
ture that is also maintained in the years after 1994, where forecasted HICP
inflation receded to around 1.5%. The stability in the contribution of service
sector inflation to forecasted headline inflation can be attributed to offset-
ting tendencies of a trend decline in forecasted services inflation and a trend
increase in the weight of services in the consumer basket (from 36% in 1990
to 45% in 2002). The other indices did not contribute much to forecasted
inflation, either due to their small weight and/or due to a small forecasted
inflation. The year-to-year variation in forecasted inflation can be mainly
attributed to the contribution of the forecast of energy price inflation.

Turning to the HICP forecast error decomposition, the higher than ex-
pected inflation during the period 1990 to 1993 was broadly based across
goods categories, with large contributions of unprocessed food in 90-91 and
of services and industrial goods throughout. The unexpectedly low inflation
in 1997-99 was related to unexpectedly low industrial goods price inflation
and unexpectedly low energy price inflation. The unexpectedly high inflation
in 2000 emanated almost exclusively from the energy category, while in the
following year inflation rates in almost all categories were underestimated.
In the years 1995 to 1996 a considerable underprediction of energy prices did
offset overpredictions of inflation in other components. Recalling the result
that energy price inflation is essentially unforecastable this indicates that a
low degree of forecastability is not a sufficient condition for dismissing the
attempt to forecast a variable.

To sum up, the ex-ante analysis of expected trends in Austrian inflation
revealed that based on the models selected, a forward-looking decision-maker
would have attributed most of inflation to increases in services prices, and she
would have predicted a significant shift in the level of inflation in 1994 and
1995, partly explained by lower forecast energy and industrial goods price

13Note that this exercise is stylized in the sense that the adjustments to the processed
food and industrial goods indices described in appendix B are not taken into account.

17



inflation. The errors implied by that ex-ante assessment were widely spread
across goods categories at the beginning of the nineties while a strongly
oscillating oil price was the dominating cause of over- and underpredictions
of Austrian HICP inflation at the turn of the century.

Note that this is a stylised analysis designed to give an example for the
use of HICP subindices for obtaining a more detailed picture of trends in
inflation and not a description of the information available to decision mak-
ers in the past. The reason is that the sequential forecast model selection
procedure applied above (and the variable selection procedure for the VARs)
uses information from the whole period 1990-2002. A more realistic exercise
would require recursive forecasting together with recursive forecasting model
selection. This is beyond the scope of this paper.

4 Conclusions

In this paper we take a comprehensive approach to forecast Austrian infla-
tion at the 12-month horizon by forecasting aggregate HICP as well as 5
subindices. The simulated recursive out-of-sample forecasting exercise to-
gether with the forecasting model selection procedure suggest that factor
models are useful for forecasting the subindices of the HICP. In two cases,
predictive accuracy can be further improved by combining factor models
with VAR models. An aggregation of subindices forecasts yields a somewhat
higher predictive accuracy than a forecast of the HICP, with the additional
advantage of consistency between the forecast of the HICP and the fore-
casts of the subindices. Furthermore, those forecasts can be used to give a
more detailed picture of the determinants of HICP inflation both from an
ex-ante and ex-post perspective. The analysis of the degree of optimality of
the forecasts with highest predictive accuracy reveals some departures from
optimality along several dimensions. The analysis of the forecastablitiy of
the indices suggests that the specification with highest predictive accuracy
obtainable from the models considered is still not able to forecast energy
prices and unprocessed food prices. Industrial goods price inflation also ap-
pears difficult to forecast. However, in the case of energy price inflation the
forecast errors tended to reduce the error of the HICP forecast by offsetting
errors in other subindices.

The recursive out-of sample forecasting procedure is designed to simulate
the problem of a forecaster of Austrian inflation in real time. However, this
situation is far more complex than can be replicated in such an exercise.
Conducting a real time forecast usually entails, besides selecting the opti-
mal model, the use of personal judgement of the forecaster which is based
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on her expertise and experience. Apart from that, it is not guaranteed that
the models, even with the highest predictive accuracy, use the information
available in the data in an optimal way. Hence, the difference between our
exercise and the job of forecasting inflation in real time is that in the lat-
ter case, the numeric results of the models, the judgement of the forecaster
and additional information on future likely events affecting inflation, such as
planned fiscal measures by the government or likely developments of raw ma-
terial prices, interest rates and exchange rates derived from financial market
prices, all combine to produce a more accurate forecast. This implies that
predictive accuracy which has been the focus of this paper, although being
vital, is not the only determinant for selecting the type of models to be used
in forecasting Austrian inflation.
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A “Backcasting” the HICP using the CPI

The HICP and its subindices are available from Statistik Austria beginning
in January 1987. As noted by Ashley [2], a sufficient number of observations
in the validation period, preferably above 100, is necessary to establish sig-
nificant differences in predictive accuracy. This implies that estimation has
to start at an earlier date than 1987. The problem therefore is to “backcast”
the HICP and its subindices.

We chose the following approach: First, based on qualitative information
for each subindex and the HICP, those CPI subindices are identified that
are related to the corresponding HICP indices. Then these indices are used
together with all other available CPI indices in the regression ∆Pi,t = c +∑N

j=0 θj∆CPIj,t + εi,t. In that regression the annual increase of the HICP or
HICP subindex, ∆Pi,t, is regressed on the annual increases of N subindices
of the CPI and the CPI itself and a constant. The next step is to exclude
sequentially all CPI components that are not significant, except those that
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are already identified to be related to the HICP or a subindex of the HICP
based on qualitative information. The result is a parsimonious representation
of the HICP or HICP subindex in terms of the CPI and/or CPI subindices.
This procedure reflects the hypothesis that the set of prices of individual
goods contained in the HICP and CPI is largely similar but aggregated in
different fashions.

The results of these regressions (available from the authors on request)
display several common features: First, the adjusted R2 is very high, between
88 and 96%. Second, in all equations there is considerable serial correlation,
with DW-statistics ranging from 0.32 to 0.71. The good fit is evidence that
the HICP subindices are well approximated by the CPI subindices. However,
the low DW-statistic in conjunction with the high R2 points to a possible spu-
rious relationship. The next step consists of using the estimated coefficients
θ̂j to generate predicted values for the HICP and the HICP subindices for
the period from January 1980 to December 1986. This increases the number
of observations by 43%.

The expanded series are then subjected to two quality checks: First, a
visual inspection of the series does not suggest the presence of major breaks
in January 1987. Furthermore, for some indices also the seasonal pattern
is clearly maintained. Second, the HICP subindices predicted by the above
models are aggregated using the HICP weights of January 1987. The result-
ing backcasted aggregated HICP is compared to the backcasted aggregate
HICP. Here it turns out that the discrepancy between the two series in the
pre-1987 period is comparable to this discrepancy in the post-1987 period
(mentioned in footnote 9). Overall, it seems that the approximation of the
HICP and the HICP subindices works fairly well. This suggests that the costs
given by any approximation errors are outweighed by the gains in terms of
increased discriminatory power across forecasting models mentioned above.

B Removing breaks from the price index se-

ries

A visual inspection of the monthly differences and the level of the seasonally
adjusted price index series of the processed food and the industrial goods
price index reveal that both series contain breaks. The processed food index
displays an upward jump in the price level in January and February 1992
and a sharp fall in the price level in January and February 1995. The sizes
of these shifts suggest that some event caused a temporary increase in the
price level of processed food in Austria in the period from 1992 to 1994,
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Figure 1:

Figure 2:

followed by a permanent fall since then. A similar pattern is visible in the
wholesale price index of food, but not in the index for unprocessed food or
world market prices of food measured by the corresponding HWWA index.
This points to a sectoral cause, possibly related to Austria’s accession to the
EU in January 1995. In order to remove the two breaks from the series a
dummy variable is defined as shown in figure 1 which is then subtracted from
the original series to obtain the adjusted series as displayed in figure 2.

The level and monthly differences of the industrial goods index suggest
a break in January 1995, possibly related to increased competitive pressure
induced by EU entry. The break is dealt with by calculating the mean growth
rates for the pre- and post-1995 periods and subtract the difference between
the two means from the pre-1995 data. This removes the strong upward trend
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Figure 3:

Figure 4:
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visible in the pre-1995 data (see figures 3 and 4). The remaining variation
in the manipulated series reflects short run changes in inflation, the focus of
our forecasting efforts.

The headline HICP is also affected by the two breaks. They are removed
from the index by multiplying the dummies for the two indices with the
weights of these indices in the HICP and subtracting it from the HICP.

C Test statistics for comparing predictive ac-

curacy and encompassing

Calculating the modified Diebold-Mariano statistic of Harvey, Leybourne and
Newbold proceeds as follows. A loss differential sequence, d1,j,t+12 = û2

j,t+12−
û2

1,t+12 is computed where û1,t+12 and ûj,t+12 denote the 12-step out-of-sample
forecast errors of the factor model forecasts and the forecasts of the competing
model. The mean of this sequence is given by d̄1,j = N−1

∑N
t=1 d1,j,t+12. Note

that d̄1,j = MSEj −MSE1. Furthermore, let ŜDMmod

1,j = γ1,j,0 + 2
∑n

k=1 γ1,j,k

be a consistent estimate of the long-run covariance of the sequence d1,j,t+12,

where γ1,j,k = N−1
∑N

t=1(d1,j,t+12 − d̄1,j)(d1,j,t+12−k − d̄1,j). Following Diebold
and Mariano, our choice of the truncation lag n is motivated by the fact
that optimal k-step forecasts should display at most (k − 1)-dependence.
Since our forecasts are 12-step we choose a truncation lag of 14 to account
for deviations from optimality. Only those autocovariances of the sequence
d1,j,t+12 enter the long-run covariance with a non-zero value which are at
lags with a significant autocorrelation coefficient. Significance is given if
the absolute value of an autocorrelation coefficient is greater than 2/

√
N .

Note that d1,j,t+12 has to be stationary which is checked using the augmented
Dickey-Fuller test. The test statistic

DMmod
1,j =

[
N + 1− 2k + N−1k(k − 1)

N

]0.5
d̄1,j√

ŜDMmod

1,j /N
(9)

is given by the difference between the mean squared errors of the two models,
scaled by the standard deviation of the sequence d1,j,t+12. The expression in
square brackets is the size correction proposed by Harvey, Leybourne and
Newbold. They note that this test still has the tendency to reject a true null
somewhat to often. The measure of the standard deviation accounts for the
autocorrelation in the loss differential sequence which may be present due to
our multi-step forecasting framework.

Calculating the encompassing test statistic of Harvey, Leybourne and
Newbold proceeds as follows. Let ĉs,j,t+12 = û2

s,t+12 − ûj,t+12ûs,t+12 and cs,j =
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N−1
∑N

t=1 ĉs,j,t+12. The index s denotes the forecast with higher predictive
accuracy as established by the modified Diebold Mariano test and/or the
descriptive statistics and j denotes the competing forecast. Note that cs,j =
MSEs − cov(ûj,t+12, ûs,t+12). The statistic is given by

HLNs,j =
cs,j√

ŜENC
s,j /N

, (10)

where ŜENC
s,j = δs,j,0 + 2

∑n
k=1 δs,j,k and δs,j,k = N−1

∑N
t=1(ĉs,j,t+12 − cs,j)

(ĉs,j,t+12−k − cs,j). The truncation lag n is again set to 14. Under the null
hypothesis that the forecast with higher predictive accuracy encompasses
the forecast of the competing model, the difference between the MSE of
the model with higher predictive accuracy and the covariance between the
forecast errors will be less than or equal to zero. Under the alternative that
the competing model contains additional information, the difference should
be positive and large compared to the standard deviation of the sequence
ĉs,j,t+12. This condition is more likely to be fulfilled if the forecast errors of
the two models are negatively correlated.

D List of Data

Labour market
1. Unemployment, total
2. Unemployment, female
3. Unemployment, male
4. Unemployment, construction sector
5. Unemployment rate, total
6. Unemployment rate, female
7. Unemployment rate, male
8. Employment, total
9. Employment, female
10. Employment, male
11. Employment, total, blue collar
12. Employment, female, blue collar
13. Employment, male, blue collar
14. Employment, total, white collar
15. Employment, male, white collar
16. Employment, female, white collar
17. Employment, foreigners
18. Vacancies
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Trade balance
1. Imports, food
2. Imports, raw materials
3. Imports, intermediate goods
4. Imports, finished goods
5. Imports, finished goods, investment goods
6. Imports, finished goods, consumption goods
7. Imports, finished goods, misc.
8. Imports, machinery, vehicles
9. Imports, total, excluding intra euro area dispatches
10. Imports, total
11. Imports, total, unit values
12. Exports, food
13. Exports, raw materials
14. Exports, intermediate goods
15. Exports, finished goods
16. Exports, finished goods, investment goods
17. Exports, finished goods, consumption goods
18. Exports, finished goods, misc.
19. Exports, machinery, vehicles
20. Exports, total, excluding intra euro area dispatches
21. Exports, total
22. Exports, total, unit values

Money and Credit
1 Deposits with maturity up to two years
2 Demand deposits
3 M1
4 M2
5 M3
6 Loans to the private sector
7 Collateralized loans
8 Foreign currency loans
9 Private sector demand deposits
10 Private sector time deposits
11 Cash in stock at banks
12 Deposits of banks at central bank
13 Liquidity of banks

Wholesale prices
1 Wholesale prices (total)
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2 Gebrauchsgüter (total)
3 Gebrauchsgüter (durable)
4 Gebrauchsgüter (non-durable)
5 Verbrauchsgüter
6 Consumption goods
7 Intermediate goods
8 Construction goods
9 Investment goods
10 Iron and Steel
11 Non-Steel metals
12 Feste Brennstoffe
13 Food
14 Electrical appliances
15 Paper and paper products
16 Seasonal food
17 Futtergerste
18 Sojaschrot
19 Nutzkalbinnen
20 Zuchtkalbinnen
21 Masthühner
22 Pork chop
23 Rindfleisch
24 Kalbfleisch
25 Schleifholz (Styria)
26 Schleifholz (Upper Austria)
27 Energy

Aggregate demand
1 Industrial production (total)
2 Industrial production excl. energy and construction
3 Industrial orders
4 Industrial sales price expectations
5 Car regustration and sales

Negotiated monthly wages
1 All employees, total,
2 All employees, excl. public services
3 All employees, public services
4 All employees, public services, transportation
5 All employees, industry
6 All employees, manufacturing
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7 All employees, construction
8 All employees, trade
9 All employees, transportation
10 All employees, tourism
11 All employees, agriculture and forestry
12 Blue collar, total
13 Blue collar, industry
14 Blue collar, construction
15 Blue collar, manufacturing
16 Blue collar, trade
17 Blue collar, transportation
18 Blue collar, tourism
19 Blue collar, agriculture and forestry
20 White collar, total
21 White collar, industry
22 White collar, construction
23 White collar, manufacturing
24 White collar, trade
25 White collar, transportation
26 White collar, tourism
27 White collar, banking
28 White collar, agriculture and forestry

Raw materials
1 Import prices, coal
2 Import prices, electricity
3 Import prices, crude oil, including Fraktionen zur Weiterverarbeitung
4 Import prices, crude oil
5 Import prices, Flüssiggas
6 Import prices, gasoline
7 Import prices, heating oil
8 HWWA index, total
9 HWWA index, total, excluding energy
10 HWWA index, food and tobacco
11 HWWA index, materials used in manufacturing
12 HWWA index, materials used in agriculture
13 HWWA index, non-steel metals
14 HWWA index, iron ore and scrap
15 HWWA index, energy
16 HWWA index, coal
17 HWWA index, crude oil
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18 Brent crude oil

Tourism
1 Price index for foreigners in Austria
2 Price index for domestic residents in foreign countries
3 Price index for domestic residents in Austria
4 Übernachtungen, total
5 Übernachtungen, foreigners
6 Übernachtungen, domestic residents

Exchange Rates
1 Austrian Schilling to the US-Dollar
2 Austrian Schilling to the Canadian Dollar
3 Austrian Schilling to the Pound Sterling
4 Austrian Schilling to the Swiss Francs
5 Austrian Schilling to the Norwegian Krona
6 Austrian Schilling to the Swedish Krona
7 Austrian Schilling to the Japanese Yen
8 Austrian Schilling to the Australian Dollar
9 Austrian Schilling to the Korean Won
10 Austrian Schilling to the Indonesian Rupia
11 Austrian Schilling to the Thai Bath
12 Austrian Schilling to the Malaysian Ringgit
13 Austrian Schilling to the Phillipine Peso
14 Effective exchange rate, nominal
15 Effective exchange rate, real, CPI based
16 Effective exchange rate, real, Ulc-mfg based
17 Terms of trade index, domestic currency

Interest rates
1 Yield on German goverment bond, one year residual maturity
2 Yield on German goverment bond, two years residual maturity
3 Yield on German goverment bond, three years residual maturity
4 Yield on German goverment bond, four years residual maturity
5 Yield on German goverment bond, five years residual maturity
6 Yield on German goverment bond, six years residual maturity
7 Yield on German goverment bond, seven years residual maturity
8 Yield on German goverment bond, eight years residual maturity
9 Yield on German goverment bond, nine years residual maturity
10 Yield on German goverment bond, ten years residual maturity
11 Base rate of the Oesterreichische Nationalbank
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12 Reference rate of the Oesterreichische Nationalbank
13 Yield on Austrian government bond, ten years residual maturity
14 Vienna stock exchange, index
15 Overnight interest rate, Frankfurt
16 Three months deposit interest rate, Zuerich
17 Three months deposit, Eurodollar
18 Federal Funds rate
19 Yield, secondary market government bonds, bond basket, other matu-
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13 Körper- und Gesundheitspflege
14 Leisure and education
15 Transport

HICP and HICP components
1 HICP
2 Processed food
3 Unprocessed food
4 Energy
5 Industrial goods
6 Services

31



Figure 5:

Figure 6:

32



Figure 7:

Figure 8:

33



Figure 9:

Figure 10:

34



Figure 11:

Figure 12:

35



Figure 13:

Figure 14:

36



Figure 15:

Figure 16:

37



Figure 17:

Figure 18:

38



Figure 19:

Figure 20:

39



Figure 21:

Figure 22:

40



Figure 23:

Figure 24:

41



Figure 25:

Figure 26:

42



Figure 27:

Figure 28:

43



Figure 29:

Figure 30:

44



 45

Index of Working Papers: 
 
 
 
August 28, 
1990 

Pauer Franz 
 
 
 

11)
 Hat Böhm-Bawerk Recht gehabt? Zum Zu-

sammenhang zwischen Handelsbilanzpas-
sivum und Budgetdefizit in den USA2) 

March 20, 
1991 

Backé Peter 
 
 

2
1)

 Ost- und Mitteleuropa auf dem Weg zur 
Marktwirtschaft - Anpassungskrise 1990 

March 14, 
1991 

Pauer Franz 
 
 
 

3
1)

 Die Wirtschaft Österreichs im Vergleich zu 
den EG-Staaten - eine makroökonomische 
Analyse für die 80er Jahre 

May 28, 1991 Mauler Kurt 
 

4
1)

 The Soviet Banking Reform 

July 16, 1991 Pauer Franz 
 
 
 
 
 
 

5
1)

 Die Auswirkungen der Finanzmarkt- und 
Kapitalverkehrsliberalisierung auf die 
Wirtschaftsentwicklung und Wirtschaftspolitik 
in Norwegen, Schweden, Finnland und 
Großbritannien - mögliche Konsequenzen für 
Österreich3) 

August 1, 1991 Backé Peter 
 
 
 
 

6
1)

 Zwei Jahre G-24-Prozess: Bestandsauf-
nahme und Perspektiven unter besonderer 
Berücksichtigung makroökonomischer 
Unterstützungsleistungen4) 

August 8, 1991 Holzmann Robert 
 
 
 

7
1)

 Die Finanzoperationen der öffentlichen 
Haushalte der Reformländer CSFR, Polen 
und Ungarn: Eine erste quantitative Analyse 

January 27, 
1992 

Pauer Franz 
 
 
 

8
1)

 Erfüllung der Konvergenzkriterien durch die 
EG-Staaten und die EG-Mitgliedswerber 
Schweden und Österreich5)  

October 12, 
1992 

Hochreiter Eduard 
(Editor) 

9
1)

 Alternative Strategies For Overcoming the 
Current Output Decline of Economies in 
Transition 
 

November 10, 
1992 

Hochreiter Eduard and 
Winckler Georg 

10
1) Signaling a Hard Currency Strategy: The 

Case of Austria 
 

1) vergriffen (out of print) 
2) In abgeänderter Form erschienen in Berichte und Studien Nr. 4/1990, S 74 ff 
3) In abgeänderter Form erschienen in Berichte und Studien Nr. 4/1991, S 44 ff 
4) In abgeänderter Form erschienen in Berichte und Studien Nr. 3/1991, S 39 ff 
5) In abgeänderter Form erschienen in Berichte und Studien Nr. 1/1992, S 54 ff 
 



 46

March 12, 1993 Hochreiter Eduard 
(Editor) 

11 The Impact of the Opening-up of the East on 
the Austrian Economy - A First Quantitative 
Assessment  
 

June 8, 1993 Anulova Guzel 12 The Scope for Regional Autonomy in Russia
 

July 14, 1993 Mundell Robert 13 EMU and the International Monetary Sy-
stem: A Transatlantic Perspective 
 

November 29, 
1993 

Hochreiter Eduard 14 Austria’s Role as a Bridgehead Between 
East and West 
 

March 8, 1994 Hochreiter Eduard 
(Editor) 

15 Prospects for Growth in Eastern Europe 
 
 

June 8, 1994 Mader Richard 16 A Survey of the Austrian Capital Market 
 

September 1, 
1994 

Andersen Palle and 
Dittus Peter 

17 Trade and Employment: Can We Afford 
Better Market Access for Eastern Europe? 
 

November 21, 
1994 

Rautava Jouko 18
1) Interdependence of Politics and Economic 

Development: Financial Stabilization in 
Russia 
 

January 30, 1995 Hochreiter Eduard 
(Editor) 

19 Austrian Exchange Rate Policy and 
European Monetary Integration - Selected 
Issues  
 

October 3, 1995 Groeneveld Hans 20 Monetary Spill-over Effects in the ERM: The 
Case of Austria, a Former Shadow Member 
 

December 6, 
1995 

Frydman Roman et al 21 Investing in Insider-dominated Firms: A 
Study of Voucher Privatization Funds in 
Russia 
 

March 5, 1996 Wissels Rutger 22 Recovery in Eastern Europe: Pessimism 
Confounded ? 
 

June 25, 1996 Pauer Franz 23 Will Asymmetric Shocks Pose a Serious 
Problem in EMU? 
 

September 19, 
1997 

Koch Elmar B. 24 Exchange Rates and Monetary Policy in 
Central Europe - a Survey of Some Issues 
 

April 15, 1998 Weber Axel A. 25 Sources of Currency Crises: An Empirical 
Analysis 
 



 47

May 28,1998 Brandner Peter, 
Diebalek Leopold and 
Schuberth Helene 

26 Structural Budget Deficits and Sustainability 
of Fiscal Positions in the European Union 
 

June 15, 1998 Canzeroni Matthew, 
Cumby Robert, Diba 
Behzad and Eudey 
Gwen 

27 Trends in European Productivity: 
Implications for Real Exchange Rates, Real 
Interest Rates and Inflation Differentials 
 
 

June 20, 1998 MacDonald Ronald 28 What Do We Really Know About Real 
Exchange Rates? 
 

June 30, 1998 Campa José and Wolf 
Holger 

29 Goods Arbitrage and Real Exchange Rate 
Stationarity 
 

July 3,1998 Papell David H. 30 The Great Appreciation, the Great 
Depreciation, and the Purchasing Power 
Parity Hypothesis  
 

July 20,1998 Chinn Menzie David 31 The Usual Suspects? Productivity and 
Demand Shocks and Asia-Pacific Real 
Exchange Rates 
 

July 30,1998 Cecchetti Stephen G., 
Mark Nelson C., 
Sonora Robert 

32 Price Level Convergence Among United 
States Cities: Lessons for the European 
Central Bank 
 

September 30, 
1998 

Christine Gartner, Gert 
Wehinger 

33 Core Inflation in Selected European Union 
Countries 
 

November 5, 
1998 
 

José Viñals and  Juan 
F. Jimeno 

34 The Impact of EMU on European 
Unemployment 
 

December 11, 
1998 

Helene Schuberth and 
Gert Wehinger 

35 Room for Manoeuvre of Economic Policy in 
the EU Countries – Are there Costs of 
Joining EMU? 
 

December 21, 
1998 

Dennis C. Mueller and 
Burkhard Raunig 

36 Heterogeneities within Industries and 
Structure-Performance Models 
 

May 21, 1999 Alois Geyer and 
Richard Mader 

37 Estimation of the Term Structure of Interest 
Rates – A Parametric Approach 
 

July 29, 1999 José Viñals and Javier 
Vallés 

38 On the Real Effects of Monetary Policy: A 
Central Banker´s View 
 

December 20, 
1999 

John R. Freeman, Jude 
C. Hays and Helmut 
Stix 

39 Democracy and Markets: The Case of 
Exchange Rates 
 
 



 48

March 01, 2000 Eduard Hochreiter and 
Tadeusz Kowalski 

40 Central Banks in European Emerging 
Market  
Economies in the 1990s 
 

March 20, 2000 Katrin Wesche 41 Is there a Credit Channel in Austria? 
The Impact of Monetary Policy on Firms’ 
Investment Decisions  
 

June 20, 2000 Jarko Fidrmuc and Jan 
Fidrmuc 

42 Integration, Disintegration and Trade in 
Europe: Evolution of Trade Relations During 
the 1990s 
 

March 06, 2001 Marc Flandreau 43 The Bank, the States, and the Market,  
A Austro-Hungarian Tale for Euroland,  
1867-1914 
 

May 01, 2001 Otmar Issing 44 The Euro Area and the Single Monetary 
Policy 
 

May 18, 2001 Sylvia Kaufmann 45 Is there an asymmetric effect of monetary 
policy over time? A Bayesian analysis using 
Austrian data. 
 

May 31, 2001 Paul De Grauwe and 
Marianna Grimaldi  
 

46 Exchange Rates, Prices and Money. A Long
Run Perspective 
 

June 25, 2001 Vítor Gaspar,  
Gabriel Perez-Quiros   
and Jorge Sicilia 
 

47 The ECB Monetary Strategy and the Money 
Market 
 

July 27, 2001 David T. Llewellyn 
 

48 A Regulatory Regime For Financial Stability 
 

August 24, 2001 
 

Helmut Elsinger and 
Martin Summer  
 

49 Arbitrage Arbitrage and Optimal Portfolio 
Choice with Financial Constraints 
 

September 1, 
2001 

Michael D. Goldberg 
and Roman Frydman 
 

50 Macroeconomic Fundamentals and the 
DM/$ Exchange Rate: Temporal Instability 
and the Monetary Model 
 

September 8,  
2001 

Vittorio Corbo, 
Oscar Landerretche 
and Klaus  
Schmidt-Hebbel 

51 Assessing Inflation Targeting after a Decade
of World Experience 

September 25,  
2001 

Kenneth N. Kuttner and 
Adam S. Posen  

52 Beyond Bipolar: A Three-Dimensional 
Assessment of Monetary Frameworks 



 49

October 1, 2001 Luca Dedola and 
Sylvain Leduc  

53 Why Is the Business-Cycle Behavior of 
Fundamentals Alike Across Exchange-Rate 
Regimes? 
 

October 10, 2001 Tommaso Monacelli 54 New International Monetary Arrangements 
and the Exchange Rate  
 

December 3, 
2001 

Peter Brandner, 
Harald Grech and 
Helmut Stix 

55 The Effectiveness of Central Bank 
Intervention in the EMS: The Post 1993 
Experience 
 

January 2, 2002 Sylvia Kaufmann 56 Asymmetries in Bank Lending Behaviour.  
Austria During the 1990s 
 

January 7, 2002 Martin Summer 57 Banking Regulation and Systemic Risk 
 
 

January 28, 2002 Maria Valderrama 58 Credit Channel and Investment Behavior in 
Austria: A Micro-Econometric Approach 
 

February 18, 
2002 

Gabriela de Raaij 
and Burkhard Raunig 
 

59 Evaluating Density Forecasts with an  
Application to Stock Market Returns 
 

February 25, 
2002 

Ben R. Craig and  
Joachim G. Keller 
 

60 The Empirical Performance of Option Based 
Densities of Foreign Exchange 
 

February 28, 
2002 

Peter Backé,  
Jarko Fidrmuc, Thomas 
Reininger and Franz 
Schardax 
 

61 Price Dynamics in Central and Eastern 
European EU Accession Countries 
 

April 8, 2002 Jesús Crespo-
Cuaresma,  
Maria Antoinette Dimitz 
and Doris Ritzberger-
Grünwald 
 

62 Growth, Convergence and EU Membership 
 

May 29, 2002 Markus Knell 63 Wage Formation in Open Economies and 
the Role of Monetary and Wage-Setting 
Institutions 
 

June 19, 2002 Sylvester C.W. 
Eijffinger 
(comments by: José 
Luis Malo de Molina 
and by Franz Seitz) 
 

64 The Federal Design of a Central Bank  
in a Monetary Union: The Case of the 
European System of Central Banks 
 



 50

July 1, 2002 Sebastian Edwards and 
I. Igal Magendzo 
(comments by Luis 
Adalberto Aquino 
Cardona and by Hans 
Genberg) 
 

65 Dollarization and Economic Performance: 
What Do We Really Know? 
 

July 10, 2002 David Begg 
(comment by Peter 
Bofinger) 

66 Growth, Integration, and Macroeconomic 
Policy Design: Some Lessons for Latin 
America 
 

July 15, 2002 Andrew Berg,  
Eduardo Borensztein, 
and Paolo Mauro 
(comment by Sven 
Arndt) 
 

67 An Evaluation of Monetary Regime Options  
for Latin America 
 

July 22, 2002 Eduard Hochreiter, 
Klaus Schmidt-Hebbel 
and Georg Winckler 
(comments by Lars 
Jonung and George 
Tavlas) 
 

68 Monetary Union: European Lessons, Latin 
American Prospects 
 

July 29, 2002 Michael J. Artis 
(comment by David 
Archer) 
 

69 Reflections on the Optimal Currency Area 
(OCA) criteria in the light of EMU  
 

August 5, 2002 Jürgen von Hagen, 
Susanne Mundschenk 
(comments by Thorsten 
Polleit, Gernot 
Doppelhofer and 
Roland Vaubel) 
 

70 Fiscal and Monetary Policy Coordination in 
EMU 

August 12, 2002 Dimitri Boreiko 
(comment by Ryszard 
Kokoszczyński)  
 

71 EMU and Accession Countries: Fuzzy 
Cluster Analysis of Membership 

August 19, 2002 Ansgar Belke and 
Daniel Gros (comments 
by Luís de Campos e 
Cunha, Nuno Alves and 
Eduardo Levy-Yeyati)  
 

72 Monetary Integration in the Southern Cone:  
Mercosur Is Not Like the EU? 
 

August 26, 2002 Friedrich Fritzer, 
Gabriel Moser and 
Johann Scharler 
 

73 Forecasting Austrian HICP and its 
Components using VAR and ARIMA Models 
 



 51

September 30, 
2002 

Sebastian Edwards 74 The Great Exchange Rate Debate after 
Argentina 
 

October 3, 
2002 

George Kopits  
(comments by Zsolt 
Darvas and Gerhard 
Illing) 
 

75 Central European EU Accession and  
Latin American Integration: Mutual Lessons 
in Macroeconomic Policy Design 
 

October 10, 
2002 

Eduard Hochreiter, 
Anton Korinek and 
Pierre L. Siklos 
(comments by Jeannine 
Bailliu and Thorvaldur 
Gylfason) 
 

76 The Potential Consequences of Alternative 
Exchange Rate Regimes:  
A Study of Three Candidate Regions 

October 14, 2002 Peter Brandner, Harald 
Grech 

77 Why Did Central Banks Intervene in the 
EMS? The Post 1993 Experience 
 

October 21, 2002 Alfred Stiglbauer, 
Florian Stahl, Rudolf 
Winter-Ebmer, Josef 
Zweimüller 
 

78 Job Creation and Job Destruction in a 
Regulated Labor Market: The Case of 
Austria 

October 28, 2002 Elsinger, Alfred Lehar 
and Martin Summer 
 

79 Risk Assessment for Banking Systems 

November 4, 
2002 

Helmut Stix 80 Does Central Bank Intervention Influence 
the Probability of a Speculative Attack? 
Evidence from the EMS 
 

June 30, 2003 Markus Knell, Helmut 
Stix 

81 How Robust are Money Demand 
Estimations? A Meta-Analytic Approach 
 

July 7, 2003 Helmut Stix 82 How Do Debit Cards Affect Cash Demand? 
Survey Data Evidence 
 

July 14, 2003 Sylvia Kaufmann 83 The business cycle of European countries. 
Bayesian clustering of country-individual IP 
growth series. 
 

July 21, 2003 Jesus Crespo 
Cuaresma, Ernest 
Gnan, Doris Ritzberger-
Gruenwald 
 

84 Searching for the Natural Rate of Interest: a 
Euro-Area Perspective 

July 28, 2003 Sylvia Frühwirth-
Schnatter, Sylvia 
Kaufmann 
 

85 Investigating asymmetries in the bank 
lending channel. An analysis using Austrian 
banks’ balance sheet data 



 52

September 22, 
2003 

Burkhard Raunig 86 Testing for Longer Horizon Predictability of 
Return Volatility with an Application to the 
German DAX  
 

May 3, 2004 
 
 

Juergen Eichberger, 
Martin Summer 
 

87 Bank Capital, Liquidity and Systemic Risk 
 

June 7, 2004 Markus Knell, Helmut 
Stix  

88 Three Decades of Money Demand Studies. 
Some Differences and Remarkable 
Similarities 
 

August 27, 2004 Martin Schneider, 
Martin Spitzer 

89 Forecasting Austrian GDP using the 
generalized dynamic factor model 
 

September 20, 
2004 

Sylvia Kaufmann, Maria 
Teresa Valderrama 
 

90 Modeling Credit Aggregates 

 

Oktober 4, 2004 Gabriel Moser, Fabio 
Rumler, Johann 
Scharler 
 

91 Forecasting Austrian Inflation 

 

 




